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Protein folding problem

@

Thermodynamic Hypothesis
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Consider a 100 residue
protein w/ 2 DOF/residue

# of possible conformations
= 2100 ~ 1030

vibration rate ~ k, = 10*3
conformations/sec

Time to sample all confs:
T =jN/NK,

=103/ (100 * 10%3)

= 107 sec = 1019 years

Age of universe = 13.4 * 10°
years
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Experimental structure approaches

= NMR spectroscopy e e
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= peptides and flexible proteins . = .n " " 5 —
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= EPR labeling |y, e o |

= interdomain distances

= X-ray crystallography

= both soluble and membrane proteins

= Cryo-EM
= |arger proteins
= complexes and membrane proteins

V image sources: Wikipedia, jiang.bio.purdue.edu/
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Computational structure approaches

= De novo folding

= sequence information
= fragment libraries
= physics/statistics based

= Homology modeling
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= structural information feate
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= templates + fragment libraries /% oy,

= Deep learning methods

MSA

= evolutionary information o
= predict residue distances L
= structural training data GRBTTItT
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Deep learning methods

= MSA-based methods
use MSAs to infer information about residue pairs MSA

= predicts 3D structures based on pairs 4 - 1\

= Often includes template information o A TS

= AlphaFold2, RoseTTAFold, ColabFold gﬁ AEERK
SRR
P11

= MSA-independent methods
= usually based on transformer protein language models
= run with a single sequence without the need to calculate MSAs
= OmegaFold and ESMFold
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What is AlphaFold2 (AF2)

= AF2: a convolutional neural network trained on most of the
PDB structures to predict protein structure from sequence.

= Only uses sequence as an input
= no template needed, but can use template information

= Generated models are “relaxed” further using a classical
mechanical force field and analyzed for accuracy

- Covalent Interactions Non-covalent Interactions
=S
1) bond length A ° CX)
ee® 2)bond gl w0 el
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3) torsion angle 1) electrostatic ~ 2) Van der Waals
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AF2 Inputs

Sequence Databases coq
= Uniref90 (JackHMMER)

= BFD (Hhblits)

= MGnify clusters (JackHMMER)

UmProt .3

Structural Databases

= PDB (training) - )
= PDB70 clustering (hhsearch)

PRO[FIT\ DATA B\‘\II\
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AF2 general idea
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https://predictioncenter.org/casp15/doc/presentations/2020_12 01 _TS_predictor_AlphaFold2.pdf



Structure prediction
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Template embedding

= 4 templates used from PDB70
clusters.

= Input features are sequences, side
chains, and distograms.

= Templates are processed in the
same way as the residue-residue
representation.

= Templates are basically used to
adjust the backbones for the given
sequence.

Adapted from
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Relaxation

= The predicted models may not have good stereochemical
properties

= A gradient-descent relaxation step w/ Amber ff99SB force
field and coordinate restraints

= note: AF2 models lack hydrogens

Ve i) = Y IR R-RP

C)j—(:) bonds

| 4

V https://en.wikipedia.org/wiki/Gradient_descent
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Confirmation

= pLDDT (Local Distance Difference Test) and/or IDDT-Ca are
used as the metrics to select the “best” structure among the
multiple structures generated by AF2.

= What these methods measure is roughly a "“likelihood to be a
realistic structure” based on all the protein structures in the
PDB.

= These values also indicate lack of structure in some cases:
low pLDDT values typically indicate lack of secondary
structure rather than a poor prediction.
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AF2 prediction examples

Ground truth
Prediction

Adapted from
https://predictioncenter.org/casp15/doc/presentations/2020_12 01 _TS_predictor_AlphaFold2.pdf
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How can you run AF2?

= Local installations: Install it on your computer and run it from
there. This is the only “full” version whereby the MSA and template
searches are done on all the libraries

( )

= ChimeraX plugin: ChimeraX has an AF2 plugin by default, which
you can use to run AF2 directly

( ).

= Colab: There is also a colab version of AF2 that can be used to run
it remotely on a server without the need to install it locally

(
)
ChimeraX and Colab use truncated MSAs and either eliminate or limit

template searches, which may reduce the accuracy of the results.

These two methods also suffer from size limitations due to the limited
availability of CPU and GPUs on the remote servers.
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https://github.com/deepmind/alphafold
https://www.cgl.ucsf.edu/chimerax/
https://colab.research.google.com/github/deepmind/alphafold/blob/main/notebooks/AlphaFold.ipynb
https://colab.research.google.com/github/deepmind/alphafold/blob/main/notebooks/AlphaFold.ipynb

Additional features — oligomeric
structures

= AF2 can also model oligomeric proteins using the AlphaFold
Multimer model.

= workflow is the same except that more than one sequence
are provided separated bya " : ”

= AF2 determines the relative coordinates of the individual
subunits automatically and generates a model for the
complex.

g Evans et al. 2022 (bioRxiv)
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AF2 shortcomings

the predictions are not always perfect

AF2 is being constantly improved both by DeepMind and
other scientists in the field

The prediction accuracy of AF2 may vary depending on your
system

AF2 offers little for disordered systems

I Very high (pLDDT > 90)

Confident (90 > pLDDT >
70)

Low (70 > pLDDT > 50)
Very low (pLDDT < 50)
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ColabFold

What is ColabFold?

» Combines MMsegs2 with AlphaFold2 or
RoseTTAFold.

= 40-60 fold increase in search speed.

* There are features that user can manipulate
AlphaFold2

Key Features

* Predicts up to 1,000 structures with a one GPU per day
= Free and accessible

= Available on GitHub.

https://doi.org/10.1038/s41592-022-01488-1.
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How ColabFold Works

Components
* MMseqgs2 Server: Builds MSAs, finds templates

= Python Library: Prepares inputs, visualizes
results

= Jupyter Notebooks: For various use cases
Optimization

= Faster MSA generation with MMseQs2

» Possible early to stop criteria of batch predictions

= Comprehensive searches with combined
databases

Vv



ColabFold Architecture

Workflow

» [nterface: Send sequences to MMseqs2

server.

=  Search: UniRefl00 and environmental

seguences.

» Prediction: Single structures and

complexes.

» Visualization: MSA depth, AlphaFold2

confidence.

a b ci
Interface MSA generation Structure prediction
% UniRef30 + environmental
x% - :
........... v L g
d cii
Sequence Sequence coverage Complexes prediction
S coverage complexes UniRef30 paired

Unpaired +

Figure 1. Schematic Diagram of ColabFold




What is RoseTTAFold?
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Baek et al. 2021
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RoseTTAFold versus other methods

CASP14 targets
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Baek et al. 2021
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RoseTTAFold monomer predictions

E Baek et al. 2021
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Additional features — oligomeric
structures and all atom

= RoseTTAFold can also model oligomeric proteins using the 3-
track algorithm

= There is a separate script under the RoseTTAFold folders that
can be used for this purpose.

= Use of the complex application requires paired alignments.
There is a script under the RoseT TAFold folders for

prokaryotic proteins, but there is no trivial way for eukaryotic
proteins.

g Evans et al. 2022 (bioRxiv)
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RoseTTAFold complex predictions

A NADH-quinone oxidoreductase (nuoJ/nuok) thiS/thiF complex B tRNA-dependent amidotransferase

TM-score: 96
TM-score: 89
5-oxoprolinase (pxpB/pxpC)

4-hydroxybenzoyl-CoA reductase

TM-score: 95 TM-score: 95

Succinate d " :
Tryptophan synthase (trpA/trpB) - (s:h;,hsydt:‘r:)genase TM-score: 90

C IL-12RB1

TM-score: 9
50S ribosome (rplS/rpIN)

TM-score: 93 TM-score: 95

Baek et al. 2021
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How to run RoseTTAFold

= |ocal installations: Install it on your computer and run it from
there ( ).

= Colab: There is also a colab version of RoseTTAFold that can
be used to run it remotely on a server without the need to
install it locally

(
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https://github.com/RosettaCommons/RoseTTAFold
https://colab.research.google.com/github/sokrypton/ColabFold/blob/main/RoseTTAFold.ipynb
https://colab.research.google.com/github/sokrypton/ColabFold/blob/main/RoseTTAFold.ipynb

Applications and Outlook

= Alternative conformation predictions and MSA clustering

Sampling alternative conformational Predicting multiple conformations via
states of transporters and receptors sequence clusteringand AlphaFold2

with AlphaFold2
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